COMPARISON OF CLASSIFIERS FOR GUJARATI NUMERAL RECOGNITION
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Abstract- Handwritten script has been the most acknowledged method of collecting, storing and transmitting information all the way through the centuries. In this paper an attempt is made to compare the offline handwritten character recognition system for the isolated Gujarati numerals. For feature extraction affine invariant moments based model is used. We are using KNN classifier and PCA (to reduce dimensions of feature space) and used Euclidean similarity measure to classify the numerals. KNN classifier yielded 90 % as recognition rate whereas PCA scored recognition rate of 84%. The comparison of KNN and PCA is made and it can be seen that KNN classifier has shown better results as compared to PCA classifier.
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Introduction

Handwritten script has been the most acknowledged method of collecting, storing and transmitting information all the way through the centuries. This is useful for making digital copies of handwritten documents, and also in many automated processing tasks, such as automatic mail sorting or cheque processing. In automated mail sorting, letters are directed to the correct location by recognition of the handwritten address. Similarly, cheque processing involves recognizing the words making up the cheque amount.

In India approximately twenty-two official languages are used across various regions of the country [1-4]. Each language has the variety representing its peculiarity as well as shares some of the similarities with other languages. Gujarati is spoken and used as official language in Gujarat. Gujarati language is written by using Gujarati script which in turn is derived from Devanagari. Fig. (1) shows the numerals belonging to Gujarati language.

Gujarati numerals show some same appearances like other numerals in Devanagari. Numerals like 0, 2, 3, 4, 7 and 8 are same as that in Devanagari but numeral 1 has. This paper deals with the comparison of classifiers for recognition of Gujarati handwritten numeral.

This paper is organized in following sections; Section 2 describes brief literature survey done for Indian languages recognition. Section 3 details the steps taken for preprocessing. Section 4 describes algorithm which we have used to implement the paper. Section 5 elaborates the feature extraction done. Section 6 describes PCA (Principal Component Analysis) and KNN (K-Nearest Neighbor) based numeral recognition. Section 7 details the conclusion of work done.

Literature Survey

Pieces of work were found for the recognition of Indian scripts [5, 6]. Pal & Chaudhuri made a wide-ranging appraise for recognition of Indian scripts [6]. A modified quadratic classifier based scheme had been proposed for recognition of off-line handwritten numerals of Devnagari, Bangla, Telugu, Oriya, Kannada and Tamil scripts. The bounding box of a numeral was segmented into blocks and the directional features were computed in each of the blocks. These blocks were then down sampled by a Gaussian filter and the features obtained from the down sampled blocks were fed to a modified quadratic classifier for recognition. After using five-fold cross validation technique accuracy was 99.56%, 98.99%, 99.37%, 98.40%, 98.71% and 98.51% for Devanagari, Bangla, Telugu, Oriya, Kannada, and Tamil scripts, respectively [7]. In the work [8] it had been reported that four sets of feature namely directional opening, directional closing, direction erosion and k-curvature features for writer recognition on Telugu handwritten documents. Each of the features was extracted from the words after dividing them into a number of cells and then subjected to a nearest neighbor classifier for writer recognition. Rahman [9] proposed an algorithm where characters were grouped in to different classes based on their HLH intensity patterns and produced an accuracy of 88%. Anuradha developed a Telugu optical character recognition system for a single font. A 2-stage classifier with first stage identified the group number of the test character, and a minimum-distance classifier at the second stage identified the character. Recognition accuracy of 93.2% was reported [10]. Jawahar [11] proposed a Bilingual OCR for
Hindi-Telugu documents. It was based on Principal Component Analysis followed by support vector classification. An overall accuracy of approximately 96.7% was reported. Chaudhuri [12] used preprocessing techniques like skew correction, line segmentation, zone detection, word and character segmentation and then the combination of stroke and run-number based and water reservoir based features were used as classifiers. They achieved 96.3% of accuracy. The features of Oriya OCR developed at the Indian Statistical Institute, Kolkata were similar to the Bangla OCR developed by the same team Chaudhuri [12, 13]. On average, the system reported an accuracy of about 96.3%.

**Gujarati Handwritten Database**

For the identification of Gujarati handwritten numerals the scheme required to have database but at present there is no standardized database available for Gujarati handwritten numerals, the database has been formed. Data was collected from people of different age groups, belonging to different profession, illiterate but knowledge of writing Gujarati irrespective of gender. From such diversity of group, one sample of each digit from 80 persons was collected on a specially designed datasheet as shown in Fig. (2) for data collection.

![Sample sheet for database collection](image)

**Affine Moment Invariant**

Now the affine invariant moments [14, 15] are derived for each of the numeral image as follows. The AMIs is invariant under general affine transformation

\[
\begin{align*}
    u &= a_0 + a_1 x + a_2 y \\
    v &= b_0 + b_1 x + b_2 y
\end{align*}
\]

where, \((x, y)\) and \((u, v)\) are coordinates in the image plan before and after the transformation, respectively.

The basic affine invariant moments are given below:

\[
\begin{align*}
    I_1 &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 \\
    I_2 &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \\
    I_3 &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 + 4(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \\
    I_4 &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 + 4(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \\
    I_5 &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 + 4(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \\
    I_6 &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 + 4(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \\
    I_7 &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 + 4(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \\
    I_8 &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 + 4(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \\
    I_9 &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 + 4(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \\
    I_{10} &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 + 4(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \\
    I_{11} &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 + 4(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \\
    I_{12} &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 + 4(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \\
    I_{13} &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 + 4(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \\
    I_{14} &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 + 4(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \\
    I_{15} &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 + 4(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \\
    I_{16} &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 + 4(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \\
    I_{17} &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 + 4(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \\
    I_{18} &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 + 4(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \\
    I_{19} &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 + 4(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \\
    I_{20} &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 + 4(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \\
    I_{21} &= (\mu_{y0} - \mu_{0y})^2/\mu_{00}^2 - 3(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 + 4(\mu_{y1} - \mu_{1y})^2/\mu_{00}^2 \quad \text{(2)}
\end{align*}
\]

**Recognition**

For the derived feature set from affine invariant moments, we apply the KNN and PCA classifier.

**K-Nearest Neighbor Classifier**

In pattern recognition [16], the k-nearest neighbor algorithm (k-NN) is a method for classifying objects based on closest training examples in the feature space. The k-nearest neighbor algorithm is amongst the simplest of all machine learning algorithms: an object is classified by a majority vote of its neighbors, with the object being assigned to the class most common amongst its k nearest neighbors (k is a positive integer, typically small). If k = 1, then the object is simply assigned to the class of its nearest neighbor [17].

**Principal Component Analysis**

Principal Components Analysis (PCA) is a multivariate procedure, which rotates the data such that maximum variability’s are projected onto the axes [18]. The main use of PCA is to reduce the dimensionality of a data set while retaining as much information as is possible. It computes a compact and optimal description of the data set. Data points are vectors in a multidimensional space. PCA is mathematically defined as an orthogonal linear transformation that transforms the data to a new coordinate system such that the greatest variance by any projection of the data comes to lie on the first coordinate (called the first principal component), the second greatest variance on the second coordinate, and so on [19-21]. PCA is theoretically the optimum transform for a given data in least square terms. The Principal Component Analysis module in proposal system generates a set of data, which can be used as features in building feature...
vector section. Fig. (4) shows a co-ordinate system $(X_1, X_2)$. Choose a basis vector such that these vector points in the direction of max variance of the data, say $(Y_1, Y_2)$, and can be expressed as

\[
Y_1 = X_1 \cos \theta - X_2 \sin \theta \\
Y_2 = X_1 \sin \theta + X_2 \cos \theta
\] ........................(3)

We have used Euclidean distance as the similarity measure for comparing the testing and training samples.

Results and Discussion
After applying the KNN and PCA [27] classifier we have tabulated the results in table 1.

<table>
<thead>
<tr>
<th>Numerals</th>
<th>PCA</th>
<th>K-NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero</td>
<td>85</td>
<td>95</td>
</tr>
<tr>
<td>One</td>
<td>79</td>
<td>93</td>
</tr>
<tr>
<td>Two</td>
<td>80</td>
<td>88</td>
</tr>
<tr>
<td>Three</td>
<td>86</td>
<td>90</td>
</tr>
<tr>
<td>Four</td>
<td>90</td>
<td>93</td>
</tr>
<tr>
<td>Five</td>
<td>80</td>
<td>92</td>
</tr>
<tr>
<td>Six</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Seven</td>
<td>82</td>
<td>88</td>
</tr>
<tr>
<td>Eight</td>
<td>91</td>
<td>95</td>
</tr>
<tr>
<td>Nine</td>
<td>88</td>
<td>90</td>
</tr>
<tr>
<td>Average</td>
<td>84.1</td>
<td>90.04</td>
</tr>
</tbody>
</table>

By using KNN classifier we have found that for numeral 0 reported the recognition rate as 95%, whereas for numeral 1 as 93%. For numerals 2, 6 and 7 recognition rates is found less as compared to others as 88%, 80% and 88% respectively. Numerals 3 and 9 have shown same results as 90%. Numerals 0 and 8 reported to have maximum recognition rate 95% among all these recognition rates. The overall recognition rate is 90.04%. It showed good results for numerals 0, 4 and 8.

By using PCA classifier we have found that for numeral 0 reported the recognition rate as 85%, whereas for numeral 1 as 79%. For numerals 2, 5 and 6 recognition rates is found as 80% respectively. Numerals 3, 4, 7 and 9 have shown some better results as compared to 2, 5 and 6 as 86%, 90%, 82% and 88% respectively. Numerals 8 reported to have maximum recognition rate 91% among all these recognition rates. The overall recognition rate was 84.1%. It showed good results for numerals 4 and 8.

Conclusion
As compared to overall recognition rate from table 1 KNN have shown recognition rate of 90.04% where as PCA shows 84.1%. One can observe from Fig. (5) that KNN proves to be better classifier than PCA classifier for affine invariant moments as feature extraction technique. The results were compared with [22-25] and were found to be better because we have applied our algorithm on noisy numerals. In future we will try to improve the recognition by doing the modification in the current system.
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